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Abstract—The well-being of plants is paramount for 

maintaining a healthy environment and sustaining life on Earth. 

In this study, we developed a mobile application called "Plant 

Care and Disease Detection Using Pattern Recognition" to 

address these challenges. The application uses a deep learning 

model based on Convolutional Neural Networks (CNN) to 

analyze plant leaf images and determine the presence of diseases 

with 97% accuracy and an F1-score of 98%. The app connects 

to a pre-trained model with 37 classes, including 13 different 

plant diseases and healthy plants, totaling 125,319 images. Users 

can scan a plant leaf with their mobile device's camera, and the 

model provides a diagnosis or confirms that the plant is healthy. 

The app schedules watering and fertilizing tasks based on 

specific plant needs, with notifications to remind users of care 

times. Additionally, the app uses Firebase for authentication 

and Fire store for database management, allowing users to sign 

up, create profiles, and recover passwords if forgotten. This 

application improves plant care by offering a reliable solution 

for disease detection and care scheduling. The broader 

implications suggest that this technology can support 

sustainable agricultural practices and contribute to global 

environmental efforts by reducing the need for chemical 

treatments through early detection. Ultimately, the "Plant Care 

and Disease Detection Using Pattern Recognition" app 

showcases how deep learning can transform plant care, 

fostering a healthier plant ecosystem and benefiting individual 

gardeners, the agricultural sector, and the broader 

environment. 

Keywords—Plant disease detection, Convolutional neural 

networks (CNN), Flutter application development, Firebase, 

Classification, Deep learning    

I. INTRODUCTION  

Artificial Intelligence (AI) is a transformative branch of 

computer science concerned with creating systems that can 

perform tasks which typically require human intelligence. 

These tasks include learning, reasoning, problem-solving, 

perception, and language understanding. At its core, AI is 

about the development of algorithms that enable machines to 

perform complex tasks, such as recognizing speech, making 

decisions, and identifying patterns. The term “AI” 

encompasses a broad range of technologies, including 

machine learning, deep learning, and natural language 

processing (NLP). AI systems are powered by data and 

algorithms, and they learn from patterns or features in the 

data. Machine learning, a subset of AI, uses algorithms 

trained on data to create models that can make predictions or 

perform tasks. For example, machine learning models can 

recommend TV shows, identify the fastest route to a 

destination, or translate text from one language to another. 

AI’s impact is widespread, affecting many aspects of daily 

life and work. It has the potential to drive innovation across 

various sectors, including healthcare, finance, education, and 

more. As AI continues to evolve, it promises to offer even 

more sophisticated capabilities that could reshape the way we 

live and work [1] - [4]. Plant care, a practice as ancient as 

agriculture itself, has evolved from rudimentary techniques 

to sophisticated methods that leverage data and automation. 

The essence of nurturing plants lies in understanding their 

unique watering and fertilizing rhythms. Traditional methods 

often lead to suboptimal care—either through excess or 

deficiency. However, AI-driven solutions now enable precise 

control over these critical factors, ensuring plants receive the 

exact care they need at the optimal time [5] – [8]. At the 

forefront of AI’s agricultural applications is the use of 

Convolutional Neural Networks (CNNs) for leaf disease 

detection. CNNs, a class of deep learning models, excel in 

image recognition tasks, making them ideal for identifying 

patterns indicative of plant diseases. By training on vast 

datasets of plant imagery, CNNs can detect and diagnose 

health issues with unprecedented speed and accuracy, far 

surpassing human capabilities [9]. The integration of AI in 

plant care and disease detection culminates in user-friendly 

mobile applications developed with platforms like Flutter. 

These applications democratize access to advanced 

agricultural technology, allowing users to effortlessly scan 

https://www.linkedin.com/in/ACoAAENgC_8BtErLw5uXXihb3fZVhnurZjhlgwM
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plant leaves, receive instant diagnostics, and manage care 

schedules [10] . The seamless fusion of AI-driven insights 

with intuitive app interfaces empowers even novice gardeners 

to provide expert-level care to their plants. 

The research consists of five parts. The first part consists 

of Introduction. The second part consists of related works. 

The third part consists of the proposed system. The fourth 

part consists of results and discussion. The fifth part consists 

of the conclusion. 

II. RELATED WORK  

1. Grape Leaf Disease Detection Using Deep Learning, 

2023 

 

The research paper discusses the benefits of using deep 

learning for identifying diseases in grape leaves. It highlights 

the capability of deep learning to facilitate accurate and 

timely illness diagnosis, process massive volumes of picture 

data, and improve over time with additional data. The paper 

emphasizes that applying deep learning to identify diseases 

on grape leaves could lead to improvements in vineyard 

management, decreased crop losses, and support for 

sustainable agriculture. The study reviews common grape 

diseases, such as black rot and black measles, and the 

challenges associated with manual disease diagnosis. It also 

discusses the methodology and implementation of deep 

learning for grape leaf disease detection, utilizing a Grape 

Leaf Dystrophy Dataset. The paper presents the testing and 

results of the deep learning model, including measures such 

as accuracy, recall, precision, and F-score. The conclusion 

highlights the potential of using deep learning for disease 

detection in grape leaves and outlines future research 

directions, including the need for large-scale datasets, 

improved model interpretability, and robustness to 

environmental factors. The potential for improved disease 

detection in grape leaves is seen as promising for the future 

of the agricultural industry. Research objectives and 

methodology. Objectives: Research grape leaf diseases in 

depth. In order to use deep learning for disease classification 

in grape leaves. Create an automated system that can 

determine whether or not grape leaves are healthy. Use 

metrics like accuracy, recall, precision, and f1 score to assess 

how well   the deep learning implementation is doing. 

Methodology: The primary goal of this study is to develop a 

classification system for grape leaf recognition based on a 

deep learning algorithm. Filtering and scaling the picture to 

pixels are two examples of preprocessing procedures. After 

the data has been cleaned and prepared, it will be split into 

training and testing sets. The plan is to use a deep learning 

technique to train the model, and then to put it to the test on 

a separate dataset. A further step involves evaluating the 

algorithm's effectiveness in practice. Research process 

flowchart for symptom-based grape leaf disease diagnosis. 

Black rot, black measles, health, and many more are among 

the numerous common illnesses. Discoloration, stains, 

lesions, deformations, and powdery growth on the leaves are 

all symptoms unique to each illness. Findings and 

conclusions. Deep learning can revolutionize viticulture by 

accurately identifying grape leaf diseases with 90.44% 

accuracy. It enables early diagnosis and efficient disease 

management. Challenges: Grape leaf diseases are complex, 

but convolutional neural networks (CNNs) excel in 

distinguishing healthy and sick leaves. Benefits: Deep 

learning captures subtle patterns from massive image data, 

improving accuracy over time. Obstacles: Robust models 

require diverse training datasets. Future: Ongoing research 

promises advanced detection models, benefiting vineyard 

management and sustainable agriculture [11]-[15]. 

 

2. MobileNet Based Apple Leaf Diseases Identification, 

2020 

The paper proposes a low-cost, stable, and high precision 

method for identifying common apple leaf diseases, such as 

Alternaria leaf blotch and rust, using the MobileNet model. 

This method is cost-effective and suitable for deployment on 

mobile devices. The paper highlights the instability and time-

consuming nature of current apple leaf disease inspection 

methods by experienced experts, leading to the proposal of a 

method that can offer stable identification results, be 

deployed on mobile devices, and achieve high precision. 

Experiments were conducted using apple disease datasets 

collected in Shaanxi Province, China, and the proposed 

MobileNet model's effectiveness was demonstrated. The 

paper also compares the efficiency and precision of the 

MobileNet model with other deep learning models such as 

ResNet152 and InceptionV3. The results show that the 

MobileNet model is the most efficient, with an average 

handling time of 0.22 seconds per image, while maintaining 

high accuracy. Research objectives and methodology. 

Objectives: Develop a low-cost apple leaf disease 

identification method. Improve stability of apple leaf disease 

inspection. Achieve high precision for disease identification. 

Compare the proposed method with existing models. 

Methodology: Develop a deep learning-based system for 

apple leaf disease identification using the MobileNet model. 

This method aims to be: Low-cost and mobile-friendly 

(MobileNet) [16]-[18]. 

Stable and less prone to human error High precision in 

disease identification. Dataset Construction: A crucial aspect 

for achieving stable identification results. Agriculture experts 

from the Chinese Academy of Agricultural Sciences 

collected data from Shaanxi Province, China. The data set 

focuses on two main apple leaf diseases: Alternaria leaf 

blotch and rust. A total of 334 images were collected, 

categorized as 164 Alternaria leaf blotch and 170 rust images. 

The selection criteria for image collection considered factors 

like: Shape and color of the leaves, Number of diseases per 

leaf Model Selection and Comparison [19]: The paper 

explores three different deep learning models: MobileNet 

(proposed solution) - focuses on efficiency and mobile 

deployment .ResNet152 - known for high precision in image 

recognition tasks .InceptionV3 - another high-performance 

image recognition model .The research will compare the 

performance of these models for apple leaf disease 

identification in terms of: Accuracy/Precision .Efficiency 

(processing speed) .Findings and conclusions. The 

experiment investigated the accuracy of three deep learning 

models for apple leaf disease identification: MobileNet, 

InceptionV3, and ResNet152. The accuracies are MobileNet 

is73.50%. InceptionV3 is 75.59%, ResNet152 is 77.65%. The 

paper demonstrates the trade-off between efficiency and 

accuracy. While MobileNet offers the fastest processing 

speed, it achieves slightly lower accuracy compared to more 

complex models. This finding suggests that MobileNet 
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presents a compelling option for real-time applications on 

mobile devices where speed is a priority, while more complex 

models might be preferred in scenarios demanding the 

highest possible accuracy [20]. 

 

TABLE 1. COMPAING BETWEEN PAPERS. 

 

III. PROPOSED SYSTEM 

 

In the ever-growing realm of mobile applications, this 

project introduces "Plant Care and Disease Detection Using 

Pattern Recognition" a user-friendly and intelligent mobile 

application designed to empower plant enthusiasts and 

cultivators of all experience levels. This application leverages 

the power of deep learning, specifically a Convolutional 

Neural Network (CNN) model, to provide real-time plant 

health assessments directly on a user's mobile device. By 

integrating disease detection with personalized plant care 

schedules, this application aims to bridge the gap between 

knowledge and action, fostering a more informed and 

successful approach to plant care. The core functionality 

revolves around image recognition utilizing the trained CNN 

model, which has been meticulously trained on a 

comprehensive dataset encompassing 37 distinct plant 

diseases and healthy plant variations. With an impressive 

97% accuracy, the model analyzes the captured leaf images 

and promptly delivers a diagnosis, identifying diseases by 

name or confirming a plant's health. Beyond disease 

detection, the app supports a holistic plant care routine. Users 

can create personalized plant profiles and link them to 

specific watering and fertilizing schedules. This feature, 

along with automated task reminders and a user account 

system for managing profiles, ensures each plant receives the 

tailored care it needs to thrive. In essence, "Plant Care and 

Disease Detection" represents a comprehensive and user-

centric mobile application that merges cutting-edge deep 

learning technology with practical plant care guidance. By 

offering a seamless blend of disease identification, 

personalized plant profiles, and automated task reminders, 

this application empowers users to cultivate a flourishing and 

healthy home garden. 

 

1. System architecture 

Fig.1. System architecture. 

1.1. Presentation Layer 

• This layer represents the user interface (UI) elements 

that users interact with directly with their mobile 

devices. 

• It is represented by elements like buttons for capturing 

a plant image, displaying the captured image, and 

showing the disease diagnosis or confirmation of plant 

health. 

1.2. Application Layer 

• Manages user interface. 

• Components: 

o Log In/Sign Up: Handles user 

authentication and registration. 

o Authentication: Verifies user credentials 

during login. 

o Forget Password: Deals with password 

recovery. 

1.3. System Logic Layer 

• This layer contains the business logic or rules that 

govern the application's behavior. It interacts with the 

application layer and the data layer to process requests 

and manage data. 

•  it involves: 

o Implementing the logic for creating plant profiles. 

o Associating specific watering/fertilizing schedules 

with different plant types based on the database. 

o Sending notifications for watering/fertilizing tasks. 

o Managing plant, including adding new plants, storing 

watering/fertilizing schedules, and retrieving this 

information. 

o Receiving the diagnosis results from the API. 

o  
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1.4. Data Layer 

• This layer is responsible for storing and managing 

the application's data. It interacts with the business 

logic layer to provide and update data as needed. 

• Represented by the Firebase Fire store database. The 

database might store: 

o User information (profiles, credentials) 

o Plant data (plant types, associated 

watering/fertilizing schedules) 

 

2. Algorithms used 

2.1 CNN 

Convolutional neural networks, also known as CNNs 

[21]-[26], are a specific type of neural networks that are 

generally composed of the following layers: 

Fig.2. CNN architecture. 

 

Types of layers:  

1. Convolution layer (CONV): The convolution layer 

(CONV) uses filters that perform convolution 

operations as it is scanning the input I with respect 

to its dimensions. Its hyperparameters include the 

filter size F and stride S. The resulting output O is 

called feature map or activation map. 

2. Pooling (POOL): The pooling layer (POOL) is a 

down sampling operation, typically applied after a 

convolution layer, which does some spatial 

invariance. In particular, max and average pooling 

are special kinds of pooling where the maximum and 

average value is taken, respectively. 

3. Fully Connected (FC): The fully connected layer 

(FC) operates on a flattened input where each input 

is connected to all neurons. If present, FC layers are 

usually found towards the end of CNN architectures 

and can be used to optimize objectives such as class 

scores [35]. 

The created deep CNN model that powers our “Plant Care 

and Disease Detection” application. This meticulously 

crafted architecture combines layers designed to process and 

extract features at varying levels of complexity, enabling 

accurate disease identification and plant health assessment. 

 

 

Fig.3. The structure of the created CNN model. 

2.2. Firebase authentication 

Most apps need to know the identity of a user. Knowing 

a user's identity allows an app to securely save user data in 

the cloud and provide the same personalized experience 

across all of the user's devices [27]-[29]. Firebase 

Authentication provides backend services, easy-to-use SDKs, 

and ready-made UI libraries to authenticate users to your app. 

It supports authentication using passwords, phone numbers, 

popular federated identity providers like Google, Facebook 

and Twitter, and more [30]. 

 

Fig.4. Authenticate using Firebase Authentication. 

3. Dataset 

We collected more than labelled 96k images of healthy 

and infected plant leaves for training the CNN model from aa 

source such as Kaggle [8]. Many images in our dataset are in 

their natural environments because object detection is highly 

dependent on contextual information. Our dataset is divided 

into two parts: training and validation. A dataset of 125,319 

images of the leaves of 13 different plant species was used to 

train and validate the proposed Deep CNN model. There are 

a total of 37 disease classes, and each one represents either a 

healthy plant or one that has been infected. 
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Fig.5. Random sample of the dataset. 

4. Implemented system functions 

4.1. CNN  

The CNN model is implemented using Keras 

development environment [9]. Keras is an open-source neural 

network library written in Python, which uses TensorFlow 

[10] as a back-end engine. Keras libraries running on top of 

TensorFlow make it relatively easy for developers to build 

and test deep learning models written in Python. For instance, 

we used the keras. preprocessing. image. 

ImageDataGenerator library to augment some images in our 

dataset via several geometric transformations; therefore, our 

model would never see twice the same image. This helps to 

avoid overfitting and helps the model generalize better. The 

training images must have the same size before feeding them 

as input to the model. Our model was trained with colored 

(RGB) images with resized dimensions of 224 × 224 pixels. 

The model is connected to the application through an API. 

Our plant disease detector model is considered a multi-class 

classification problem, where it classifies the input image as 

belonging to one or more of the 37 disease classes. And as 

shown in figure 4-5 the accuracy of the model reached 99% 

for the training and 97% for validation, which means that our 

dataset and the fine-tuned parameters were a good fit for the 

model. 

Fig.6. Accuracy visualization. 

4.2. Profile Edits 

Users can sign up and create their profiles within the app. 

Profile information includes name, bio, profile picture and 

background, phone number, and password. Users can edit 

their profile details as needed. Personalized profiles enhance 

the user experience and allow for tailored interactions. 

4.3. Plant Scanning 

Users can capture plant leaf images using their device’s 

camera. Alternatively, they can select existing images from 

their gallery. The deep learning model (CNN) processes these 

images to determine whether the plant is healthy or affected 

by a disease. This feature empowers users to quickly assess 

their plant’s condition and take necessary actions. 

4.4. Adding plant to list 

Users can create a personalized list of plants within the 

app. The app then automatically generates watering and 

fertilizing schedules based on the specific plant’s needs. 

These schedules are stored in the database and associated 

with each plant. Users can view their plant list on the home 

page, where tasks (watering, fertilizing) are displayed as 

actionable items. 

4.5. Task Notification 

The application provides timely notifications to remind 

users of upcoming tasks. For example, if it’s time to water a 

specific plant, the app sends a notification. Users can 

customize notification preferences (e.g., frequency, time of 

day). These reminders ensure that plant care tasks are not 

overlooked.it is implemented using this flutter extension 

“flutter_local_notifications” is a Flutter plugin that allows 

developers to create and manage local notifications in Flutter 

apps. Local notifications are messages displayed to users at 

specified times or events, set by the app rather than a server. 

5. Tools 

5.1. Flutter  

Flutter is a powerful and versatile open-source framework 

developed by Google for building beautiful, natively 

compiled applications across multiple platforms from a single 

codebase [11]. 

5.1.2 Firebase  

Firebase is a comprehensive app development platform 

provided by Google. It enables developers to build, manage, 

and grow their apps across various platforms, including 

mobile (iOS and Android), web, and more [12] . 

5.3. Python 

Python is a popular high-level, interpreted, interactive, 

and object-oriented programming language. It was created 

by Guido van Rossum and released in 1991. Python is 

designed to be highly readable and uses English keywords 

frequently, making it accessible to beginners. It has fewer 

syntactical constructions compared to other languages [13]. 

5.3.1 Keras  

Keras is a high-level, deep learning API developed by 

Google for implementing neural networks. It is written in 

Python and is used to make the implementation of neural 

networks easy. Keras provides a convenient way to define 

and train almost any kind of deep learning model [9]. 

5.3.2 TensorFlow 

TensorFlow is a popular open-source framework for 

machine learning and deep learning. Developed by the 

Google Brain Team, it provides tools and libraries for 

creating, training, and deploying machine learning models. 

TensorFlow is used for building and training deep neural 

networks. It supports tasks like image recognition, natural 

language processing, and more[10]. 

5.3.3 Flask 

Flask is a micro web framework written in Python. It is 

classified as a microframework because it does not require 
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particular tools or libraries. It has no database abstraction 

layer, form validation, or any other components where pre-

existing third-party libraries provide common functions. 

However, Flask supports extensions that can add application 

features as if they were implemented in Flask itself. 

Extensions exist for object-relational mappers, form 

validation, upload handling, various open authentication 

technologies and several common framework related tools 

[14]. 

IV. RESULTS AND DISCUSION  

1. Results of the Developed Application 

 

Fig.7. Home page , adding plant and tasks of the day.  

 

Fig.8. Notification and finishing tasks. 

Fig.9. Disease detection. 

 

 

Fig.10. Login & registration. 

 

Fig.11. Profile & Edite profile. 

2. CNN Model Evaluation 

For classification accuracy, we observed that our system 

delivers good results in natural conditions even when the 

plant images are captured from different distances from the 

camera, orientations, and illumination conditions. Figure 5-4 

shows some samples of the successful recognition of varying 

plant leaf diseases. 

 

Fig.12. Disease detection sample. 

For testing purposes, we can use various measures for 

testing, and they are: The precision ratio describes the 

performance of our model at predicting the positive class. It 

is calculated by dividing the number of true positives by the 

sum of the true positives and false positives, as follows: 

 

Precision =
𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
 

(1) 
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The recall ratio is calculated as the ratio of the number of 

true positives divided by the sum of the true positives and the 

false negatives, measures the proportion of true positives 

identified out of all actual positive cases, indicating the 

model's ability to correctly identify relevant instances, as 

follows: 

 

Recall =
𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
 

(2) 

 
F1-score ratio is calculated by a weighted average of both 

precision and recall, is the harmonic mean of precision and 

recall, providing a single metric to evaluate the balance 

between false positives and false negatives, False positives 

occur when a model incorrectly predicts a positive outcome 

when it should have been negative, like diagnosing a healthy 

plant as diseased. False negatives happen when a model 

incorrectly predicts a negative outcome when it should have 

been positive, such as missing a disease in a plant that is 

actually affected, as follows: 

 

F-measure = 2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

(3) 

 

Fig.13. The Precision vs. Recall vs f1-score Values of the CNN Model for 

All Disease Classes. 

Figure 14 shows the classification accuracy and 

prediction time across the 37 disease classes. The CNN model 

achieved an overall average classification accuracy of 

97.59%.This is evident that users can diagnose any plant 

disease in their agricultural fields or home plants  using a 

handy mobile app in a fast way .  

 

Fig.14. Evaluating the model.  

3. Discission 

3.1. Introduction 

The "Plant Care and Disease Detection Using Pattern 

Recognition" mobile application was designed to offer a 

comprehensive solution for plant health management, 

leveraging deep learning and a database-driven plant care 

system. This app combines plant disease detection with plant 

care scheduling, allowing users to scan plant leaves for 

disease identification and manage watering and fertilizing 

tasks through a single interface. 

3.2. Deep Learning Model and Performance 

The core feature of the app is the disease detection 

capability, powered by a Convolutional Neural Network 

(CNN) model. The model was trained and validated on a 

dataset comprising 37 classes, representing 13 different plant 

diseases and healthy plant leaves. With an accuracy rate of 

97% and an F1-score of 98%, the app provides a high level 

of reliability in disease detection. This allows users to quickly 

determine whether their plant is healthy or identify the 

specific disease affecting it. 

3.3. Features and User Experience 

Beyond disease detection, the app includes plant care 

features to help users maintain their plants. Users can add 

plants to their personal list, and the app provides automated 

scheduling for watering and fertilizing based on the plant 

type. These tasks are displayed on the homepage, and the app 

sends notifications to remind users when it's time to water or 

fertilize their plants. 

The app also includes user profile management, allowing 

users to sign up, edit their profile information (such as name, 

bio, phone number, password, profile picture, and 

background), and retrieve their profile in case they forget 

their password. 

3.4. Comparison with Related Work 

To assess the relative performance and innovation of the 

"Plant Care and Disease Detection" app, it is useful to 

compare it with two related works: "MobileNet-Based Apple 
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Leaf Diseases Identification" and "Grape Leaf Disease 

Detection Using Deep Learning." 

3.4.1. MobileNet-Based Apple Leaf Diseases Identification 

This work focuses on apple leaf disease detection, using 

the MobileNet architecture with an accuracy rate of 73.5%. 

Compared to the "Plant Care and Disease Detection" app's 

CNN model with 97% accuracy, the MobileNet-based 

approach demonstrates lower performance. This suggests that 

the deep learning architecture used in the new app may offer 

a more robust solution for plant disease identification. 

Additionally, the scope of the "Plant Care and Disease 

Detection" app is broader, covering multiple plant species 

and diseases, whereas the MobileNet-based work is specific 

to apple leaves. 

3.4.2. Grape Leaf Disease Detection Using Deep Learning 

This work uses a CNN algorithm for grape leaf disease 

detection, achieving a 90.44% accuracy rate. While this is 

higher than the MobileNet-based approach, it still falls short 

of the "Plant Care and Disease Detection" app's 97% 

accuracy. The broader scope of the new app, covering a 

variety of plants and diseases, along with additional plant care 

features, makes it more versatile than the grape leaf-focused 

study. 

 

TABLE 2. ACCURACY COMPARISON WITH RELATED WORKS.  

System Accuracy 

MobileNet-Based Apple Leaf Diseases Identification 73.5 % 

Grape Leaf Disease Detection Using Deep Learning 90.44 % 

Proposed System 97 % 

 

 

 

Fig.15. Accuracy comparison chart with related works. 

 

V. CONCLOUSION  

The increasing neglect of plant health and the difficulty in 

identifying plant diseases have created a need for innovative 

solutions to support plant owners in providing proper care. 

The "Plant Care and Disease Detection Using Pattern 

Recognition" mobile application addresses these challenges 

by utilizing deep learning technology to detect plant diseases 

and by providing a comprehensive plant care system. The 

primary problems addressed in this project were plant health 

neglect due to busy schedules, limited botanical knowledge, 

difficulty in identifying plant diseases, and a lack of guidance 

for proper plant care. The proposed solution uses a 

Convolutional Neural Network (CNN) to detect plant 

diseases with 97% accuracy, allowing users to scan plant 

leaves and get immediate feedback on their health. The app's 

comprehensive care system provides personalized reminders 

for watering and fertilizing, reducing plant health neglect by 

promoting consistent care routines. Key contributions of this 

project include the integration of deep learning with plant 

care, using a dataset with 37 classes, totaling 125,319 images. 

The application, developed with Flutter, uses Firebase for 

user management and authentication, enabling users to sign 

up, create profiles, and manage their plant care schedules. 

The app's high accuracy in disease detection supports 

sustainable agricultural practices by reducing the need for 

chemical treatments through early detection. Overall, the 

"Plant Care and Disease Detection Using Pattern 

Recognition" application demonstrates the potential for deep 

learning and mobile technology to transform plant care 

practices, offering a comprehensive and practical solution for 

plant owners. The positive results suggest that this approach 

can contribute to healthier plant ecosystems and support 

sustainable practices in the long term. 
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